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1. Explain the following :

(i) Delta learning rule

(i) Single layer reception cle
(iii) Stability.

(iv) Recall mode.
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2. (i) Describe in detail about

(i) What do you mean
Feedback Networks ? E

3. Define ANN. Describe in de
of ANN. '

. 4. Describe the following :

(i) Training is classification using discrete

Receptron.

(i) Generélized delta learning rule. -

5. Give a complete description about multi lay.

forward networks. ‘
SECTION
_ 6. What do you understand
networks ? Explain.

7. Describe the following :

(1) Association encodihg &

(ii) By directional association memory.
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8. Explain the following :

(i) Seperability limitations.

SECTION

(ii) Recajl mode.

-+ (iii) Initialization of weights

9. Give a complete descriptic

networks.
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