(b) Exp

approach.

6. (a)
for

same.

(b)

using Backtracking :

7. (a)

(b)

9. (a) Define NP-Complete p
(b) Discuss Node cover de
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Explain how Insertir
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SECTION ~D
8. State and explain Cook's tt
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SECTION -C

e an algorithm fo

ound strategy to sc
any graph & analyze complexity

1>

ind its complexity.
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rite an algorithm f¢
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Before answeri
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complaint in this regard, will be enter

ng the question, cind
lied the correct and

idates should ensure that they
complete question paper. No
tained after examination.

Note : Queslion no. 1 is compu

question from each Section.
1. (a) ShoL that (n+1)° is O(n®). 2
b) W | t do you mean by time complexity space
comflexlty of an algorithm? -~ 2
(¢) Usi big-O notation, state time and space
complexlty of merge sort. L2
Explain how greedy paradigm of algorithm

(d)

Isory. Attempt atleast one

differs from that of Dynamic programming. = 2
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.T.O.




(e)

()

(8)
(h)

2. (a)

" (b)

~ 3. (a)

(b)

“whether or not 'A’

Iroblems it is appli
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Solve the following recurrence relation :

T(n)=T(n-2)+n,
‘T(o) =C
T(1)=d

| iven '1', then what

. ‘

Describe recursive r
SECTI

Explain Binary sear
inds its complexity
Sort the following u

7,7,19,8,1,24,28,

alculate its con
ing time comp]

Explain the Quick s
ime complexity wi
xplain Divide ar
ptimal solution to

For a problem P, if we are given an Inp

Explain general backtracking method.

n>1"

elations.
ON -A

ch with suitable ex
in best, average &

sing Heap sort :
31,10,33

th merge sort.

ed.

2).

ut'l'and a

possible answer 'A’, and we find a way to verify
really is a valid answer to P
kind of problem is P ? 2

4

4

<ample and
worst case.7

13

plexity. Also calculate. its
exity is list is alrea&y sorted.

ort Algorithm and compare its

d conquer strategy to find
the problem. Explain type of

8

b)

5. (a)
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SECTI(
Explain greedy app

devise a solution fi

napsack problem.
arrays :

(@)

)ne giving size of
iving value of each

a9
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s

(PTO) Assume X'

o~

rim's algorithm -
ruskal's. State their

20

K

L
greedy. approach. Give its time complex
V
k

vithout exceeding capacity 'w'.

Trace Prim's algorithm for the follow

Afinimum Spanning Tree (MST) pro
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time complexities.
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each of 'n' items

as start vertex.

18
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n design ?
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d take 2
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& second

of items and size of knapsack
v'. You have to maximize value in your knapsack

ing graph
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